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In this article, Frasconi et al. present a method for classifying pages sequential OCR text documents into several assigned categories. The authors utilize a Naïve Bayes algorithm that factors in contextual information to improve accuracy during classification. The authors use data gathered from the University of Michigan digital library, Making of America to test their approach. The article is useful to my research topic because the authors the steps taking to build a text-based classifier. The main limitation of the article is that accuracy of the algorithm depends on the level of noise produced by the optical character reader(OCR); thus, the authors suggest the use of more sophisticated feature selection methods like the use of n-grams.
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In this article, Grbovic et al. present an approach for automatically differentiating between personal and machine-generated emails as well as grouping messages into categories without human assistance. The authors' couple data gathered from a large-scale examination of user folder data and both online and offline learning classification components to determine user and machine-generated emails and create categories familiar to all users. The article is useful to my research topic because the authors describe the steps involved in building an email classification system. The main limitation of the paper is the classifier makes general email categorization thus the authors indicate that an investigation needs to be made in building sub-categories, e.g., banking under Finance.
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In this article, Nenkova et al. reviews an email routing and classification system that filters and classifies incoming emails upon their content for a contact center. The authors organize the system into two modules the first, a system that sorts and identifies emails that require immediate attention and the second, a system classifies messages. The authors use data from a discussion list from a web archive on the University of Washington to test the accuracy of the system by using a web archive from the. The article is useful to my research topic because the authors offer insight into the accuracy using Naïve Bayes and support vector machines approaches to building a classifier. The main limitation of the article is the difficulty in acquiring data due to privacy issue; thus, the authors spend a lot of time on trying to preprocess data they got.
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In this paper, Ferreira et al. present an automatic email classification system based on supervised learning algorithms. The authors use a combination of the subject, body, date and other fields of an email to produce a classifier for automating email categorization. The article is useful to my research because the authors present a novel approach to analyzing emails to determine a category they fit in. Although the method yields significant improvement, the approached used three classifiers to process the subject, body, and participant of the message before collating in another classifier making the process intensive and time-consuming. Considering this, research has to be made into improving the algorithm while maintaining the accuracy.
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In this paper, Ayodele et al. propose a system that reduces email overload by classifying emails based on user activities and summarizes emails to manage email information.

The authors achieve this by using an unsupervised learning algorithm to study email’s content and subject. The article is useful to my research because it uses an unsupervised learning approach to solve the problem of email classification. A limitation of this approach to email classification is the results produced are less accurate compared to the supervised learning approach usually used in classification. Considering this, the authors suggest an approach that further extracts essential words in the document to provide a better summary than running the unprocessed message in the classifier. This paper will not form the basis of my research. However, it provides useful information concerning text categorization.